Correcting bias in radar Z–R relationships due to uncertainty in point rain gauge networks
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Abstract

One of the key challenges in hydrology is to accurately measure and predict the spatial and temporal distribution of rainfall. Rain gauges measuring at point locations are often considered as the “ground truth” for grid based radar rainfall calibration. Usually, no consideration is given to the uncertainty in the measurement that varies depending on the number of rain gauges that fall within each grid cell. If this uncertainty in the rain gauge network measurements is ignored, the Z–R relationship used to convert reflectivity (Z) to rainfall (R) will be biased. We investigate the effects of point gauge rainfall uncertainty on parameter bias in the Z–R relationship. An error model is developed to compute point gauge rainfall uncertainty at the radar grid resolution. This error model has two components: (1) the error in the gauge measurement itself, and (2) the error introduced by the gauge not capturing the spatial variability within a radar pixel. The Simulation Extrapolation method (SIMEX) is used to determine the extent of parameter bias present in the rainfall–reflectivity relationship as a result of this uncertainty. When considering the point gauge rainfall uncertainty a 4% decrease in the average radar rainfall estimates is found.
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1. Introduction

Rainfall is one of the most important inputs to hydrological analysis and modelling. Any error in this input will propagate through the model and will introduce uncertainty in subsequent predictions (Hossain et al., 2004; Morin et al., 2005; Pessoa et al., 1993; Sharif et al., 2002; Vieux and Bedient, 1998; Vivoni et al., 2007; Zhu et al., 2013). One source of uncertainty and possible errors is the temporal and spatial variability of rainfall (AghaKouchak et al., 2010; Faurès et al., 1995; Goodrich et al., 1995; Shah et al., 1996). Therefore, accurately measuring and predicting the spatial and temporal distribution of rainfall is an important challenge in hydrology.

Remote sensing provides an increasingly important source for ground rainfall estimates (Mapiam et al., 2009). In these cases rainfall is estimated from radar data. Radar reflectivities Z (mm^3/m^3) are converted to ground rainfall rates R (mm/h) using a power–law relationship (Z = AR^n) known as the Z–R relationship. The relationship between radar reflectivity and rainfall rate depends on the nature of rainfall, and in particular the drop size distribution (DSD) (Chumchean et al., 2006a; Islam et al., 2012; Uijlenhoet and Pomeroy, 2001). One way to calibrate the Z–R relationship is through the use of disdrometers which can explicitly measure the DSD and therefore the relationship with the radar reflectivity (Ochou et al., 2011; Verrier et al., 2013). However in many parts of the world, including Australia, gauge based calibration of the Z–R relationships is routinely used (Bringi et al., 2011; Rendon et al., 2013). Furthermore, in developing countries where disdrometer data is not available and even sub-daily rainfall measurements are infrequent, daily rainfall gauges are the sole source of information on ground rainfall estimates (Mapiam et al., 2009). In these cases gauge densities are also likely to be very low compared to developed countries such as the United States of America and Europe.

result, the potential applications of weather radars for hydrologic modelling have been the subject of extensive research (Bonnifait et al., 2009; Cole and Moore, 2008, 2009; Collier, 2009; Keblouti et al., 2013; Looper and Vieux, 2012; Viviroli et al., 2009).

Traditionally, radar reflectivities Z (mm^3/m^3) are converted to ground rainfall rates R (mm/h) using a power–law relationship (Z = AR^n) known as the Z–R relationship. The relationship between radar reflectivity and rainfall rate depends on the nature of rainfall, and in particular the drop size distribution (DSD) (Chumchean et al., 2006a; Islam et al., 2012; Uijlenhoet and Pomeroy, 2001). One way to calibrate the Z–R relationship is through the use of disdrometers which can explicitly measure the DSD and therefore the relationship with the radar reflectivity (Ochou et al., 2011; Verrier et al., 2013). However in many parts of the world, including Australia, gauge based calibration of the Z–R relationships is routinely used (Bringi et al., 2011; Rendon et al., 2013). Furthermore, in developing countries where disdrometer data is not available and even sub-daily rainfall measurements are infrequent, daily rainfall gauges are the sole source of information on ground rainfall estimates (Mapiam et al., 2009). In these cases gauge densities are also likely to be very low compared to developed countries such as the United States of America and Europe.
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Thus errors in the recorded gauge rainfall can bias the Z–R relationship, resulting in errors in the radar rainfall estimates. A biased Z–R relationship may be due to an inadequate consideration of the spatial subgrid scale gauge rainfall variability and its representation through the handful of gauges that are available for use (Ciach et al., 2007; Jordan et al., 2003) and therefore methods that take account of gauge uncertainty can be very useful.

The performance of the radar rainfall estimates is evaluated by comparing them with point gauge measurement at the ground (Anagnostou et al., 1999; Habib and Krajewski, 2002). These point gauge measurements are therefore considered as the “ground truth” (Lebel and Amani, 1999; Wolff et al., 2005). However, there is a spatial discrepancy between the two data sources, since radar rainfall estimates are provided as spatial averages with a resolution 1–4 km² (Krajewski and Smith, 2002). In contrast, whilst rain gauges measure precipitation at fixed point locations, these are often too sparse to properly represent the spatial variability and areal structure of rainfall (Morrissey et al., 1995; Rodriguez-Iturbe and Mejía, 1974). Furthermore, the uncertainty associated with spatial averages over a single radar grid cell is considerable, and is a function of the number of gauges that are within the cell being considered. In addition, rain gauge measurements can contain a variety of errors including wind effects, evaporation and mechanical tipping bucket errors (Groisman and Legates, 1994).

An important question is whether the parameters estimated for the Z–R relationship would remain the same if consideration was given to the nature of the errors associated with spatial averaging of the gauge rainfall over the radar grid scale. We argue that if these errors are significant (and vary with space as they will if the rainfall and the gauge density are not uniform across the network), the estimated parameters will have a bias with respect to the true parameters that ought to be used.

This research aims to address whether the A parameter in the radar Z–R relationship needs to change to account for uncertainty in the point gauge rainfall network. It has been reported that the parameter A carries most of the variability in the Z–R relationship, whereas the uncertainty in b can be seen as second-order (Chumchean et al., 2003, 2006b; Steiner et al., 1999). Marshall and Palmer (1948) proposed the power law relation, \( Z = 200 R^{1.6} \) with specified values for A equal to 200 and b equal to 1.6. Since then, several studies have been conducted to find appropriate A and b parameter values in different settings. Given the need for consistent estimates of rainfall, for operational purposes the Australian Bureau of Meteorology (BOM) specifies a fixed value for b equal to 1.53 for most of the weather radars that form its rainfall measuring network. Fixing b for operational networks has also previously been used by other researchers (Steiner and Smith, 2004; Verrier et al., 2013). We use the Simulation Extrapolation method (SIMEX) (Cook and Stefanski, 1994) to investigate the significance of point gauge uncertainty on the Z–R relationship parameter A. The SIMEX method involves developing a relationship between the gauge uncertainty distribution and input gauge rainfall, which can then be used to assess the bias in the parameters of the Z–R relationship.

The paper is organised in seven sections. Section 2 outlines the logic behind the SIMEX approach. Section 3 describes the radar and gauge data used in this study, whilst Section 4 presents the development of an error model for the lowest radar pixel resolution (1 km²). The application of SIMEX method on radar Z–R relationship is presented in Section 5 followed by results and discussion in Section 6. The main findings are summarised in Section 7.

2. Simulation Extrapolation (SIMEX)

SIMEX is a method for parameter estimation that attempts to ascertain model parameters taking into account the error distribution associated with each predictor variable. It estimates parameter values that should have resulted if the covariates were error-free. The general idea behind the method is that if the error in the predictors causes bias in the parameter estimates, then adding more error should cause the parameter estimates to become even more biased (Benoit et al., 2009). A relationship between the bias and the added error can be developed and this can be extrapolated back to the case where there is no error. This process is shown in Fig. 1 where the naive estimate is the estimate of some parameter \( \beta \) using the recorded data, including its inherent errors. Estimates to the right of the naive estimate represent the cases where more error has been added to give even more biased estimates of \( \beta \). The trend of the bias versus the error is then extrapolated back to the case of no error, which is known as the SIMEX estimate. The error variance is multiplied by a factor \( \lambda \) termed the Multiple of Error Variance. The difference between two consecutive \( \lambda \)’s is a variance inflation factor.

Consider a simple linear regression \( Y = \beta X \). Suppose that, instead of observing the covariate \( X \), we observe an erroneous covariate \( W \) with an error distribution \( U \) having a zero mean and variance \( \sigma_u^2 \) (or, \( W = X + U \)). The estimate for the coefficient \( \beta \) (referred to as \( \hat{\beta}_{\text{naive}} \) and termed the naive estimate) is likely to be different from the estimate that would result if \( W \) were error free (or, equal to \( X \)). In SIMEX, more erroneous realisations of \( W \) with variance of \( \lambda \times \sigma_u^2 \) are drawn (these being termed \( W' \)), and the resulting parameters (with an expected value of \( \beta' \), (shown with a circle in Fig. 1) are estimated. Finally, a relationship is developed with multiple of error variances \( \lambda \) and the expected value \( \beta' \) corresponding to each \( \lambda \). The relationship is then extrapolated to the condition where no additive error is present, i.e., \( \lambda = -1 \), giving an unbiased SIMEX estimate of the target parameter which is denoted as \( \hat{\beta}_{\text{SIMEX}} \).

SIMEX has been popular in statistical research due to its ability to produce an efficient parameter estimate for linear, non-linear, logistic and non-parametric models (Carroll et al., 1996, 1999; Cook and Stefanski, 1994; Holcomb, 1999; Marcus and Elias, 1998; Staudenmayer and Ruppert, 2004). Chowdhury and Sharma (2008) applied the SIMEX method in hydrology to determine the bias in the Sacramento Rainfall Runoff Model’s key storage parameters using synthetic data. They found that compared to naive estimates, SIMEX estimates were closer to the true values. SIMEX has also been used to reduce biases in parameter estimate of future droughts, which are due to uncertainties and errors in General Circulation Model (GCM) projections of rainfall (Woldemeskel et al., 2012). To date, SIMEX has not been applied in radar–rainfall calibration and this paper aims to test the utility of the method in this context.

![Fig. 1. Synthetic example of the SIMEX approach.](image-url)
It is important to note that the SIMEX method requires the prior knowledge of the error distribution associated with the intended model parameter. Chowdhury and Sharma (2007) illustrate the SIMEX method using a synthetic example with additive error in a linear regression model. However, Tian et al. (2013) report that the multiplicative error models are more suitable than additive error models when dealing with precipitation measurements. Therefore in this paper, we consider a multiplicative point gauge rainfall measurement error. The following section discusses the data used in this study and this is followed by the development of the multiplicative error model.

3. Data

In this research, the reflectivity data were obtained from the Australia Bureau of Meteorology for the Terrey Hills radar (Sydney, Australia) during the period from November 2009 to December 2011. The Terrey Hills radar is an S-band Doppler radar with 6 min temporal resolution and 1 km spatial resolution. The radar covers a region of 256 km by 256 km extent, with bandwidth of 1° and wavelength of 10.7 cm. The climatological freezing levels in Sydney are about 2.5 km (Chumchean et al., 2003). Therefore the 1.5 km Constant Altitude Plan Position Indicator (CAPPI) reflectivity data were used to avoid bright band effects. The noise and hail effect was nullified by only considering reflectivity ranges from 15 dBz to 53 dBz (Chumchean et al., 2004, 2006a).

The rain gauge network used for the calibration of the radar includes 150 tipping bucket gauges located within 128 km of the radar as shown in Fig. 2a. The Australian Bureau of Meteorology operates and maintains these stations, with the tipping bucket size being either 0.2 or 0.5 mm. In this study, a threshold on the minimum rainfall intensity of 1 mm/h was used to avoid quantification error at low rainfall intensity (Chumchean et al., 2004, 2006b).

For this research, storms are defined as discrete meteorological events through visual inspection of the time series of radar images. The start of each storm was chosen such that there was significant rainfall over a spatially coherent area (i.e. scattered small systems were not used in the analysis). The end of each storm was found when there was no longer any significant rainfall occurring in the region. Thus the duration of each storm is allowed to vary and the final dataset is compiled from all hours belonging to any storm. The selected 107 storm events lead to 1259 h of rainfall and contain a wide range of storm durations varying between 1 and 79 h, although 59% of the storm event duration ranges are less than 10 h. It is therefore concluded that the data set contains a good mix of convective and stratiform events. The radar reflectivity and gauge rainfall data are extracted with the same event start and end time, assuming no time lag between radar and gauge rainfall. The radar rainfall software MAPVIEW (Chumchean et al., 2006b; Seed and Jordan, 2002) was used to import the reflectivity files and to accumulate the rainfall.

4. Error model

The rain gauge data cannot be realistically assumed as error-free when calibrating the $Z-R$ relationship. The SIMEX technique allows to account for the various sources of errors in the rainfall totals and to remove any corresponding bias from our estimate of the parameter $A$. As outlined above, there are two main sources of error in the rain gauge observations with respect to the

Fig. 2. (a) Location of point gauges around Sydney Terrey Hills Radar. The highlighted area shows enlarged view of different number of rain gauges for subgrid sizes of (b) 8 km × 8 km (c) 16 km × 16 km and (d) 32 km × 32 km respectively.
radar-rainfall relationship. The first one is due to recording errors in the tipping bucket gauge. The second one is the error introduced by not properly sampling the spatial variability of rainfall at the scale of the radar pixels. These two error components can be estimated separately and the total error calculated by combining them.

4.1. Measurement error model

As discussed previously, rain gauge measurements contain a variety of errors including wind effects, evaporation and mechanical error (Groisman and Legates, 1994) as well as the spatial sampling error (Morrissey et al., 1995). Using a network of rain gauges, Habib et al. (2001) investigated tipping bucket sampling error with the emphasis on gauge ability to present temporal variability for the case of small scale rainfall. Their research showed sampling interval and bucket size are the dominant factors that controls gauge performance and its associated error. In contrast, Ciach (2003) found that gauge measurement error are highly reliant on rainfall intensity and timescale. However, both studies found that as the rainfall rate and/or accumulation time increases, the gauge measurement error generally decreases.

For the error in tipping bucket gauge measurements, the error model from Ciach (2003) is adopted. In this model, the gauge measurement uncertainty is a function of the rainfall intensity and the time period over which the rainfall is being aggregated. Shorter time scales were found by Ciach (2003) to have larger relative errors than longer time aggregations where the errors in the tipping buckets tended to cancel out. The tipping bucket error model is presented in Eq. (1) and based on Ciach (2003) where the error is defined as the standard error ($\sigma_g$) of the gauge measurement.

$$\sigma_g(T, P_T) = e_0(T) + \frac{R_0(T)}{R_i}$$

where $e_0$ and $R_0$ are the model coefficients at time scale $T$, which for the 1 h rainfall totals take the value of 0 and 0.16 respectively (Ciach (2003)). The rainfall rate is denoted by $R_i$ in units of mm/h.

4.2. Spatial disaggregation error model

Zawadzki (1973) provided an analytical description of the errors and the fluctuations of areal rainfall considering uniformly distributed rain gauges. Rodríguez-Iturbe and Mejía (1974) considered the spatial distribution of rain gauge and developed a method to estimate the standard error of areal mean for stratified and random rain gauge network configurations. Morrissey et al. (1995) further developed the model for any spatial configuration of measuring sites by considering the correlation between a number of gauges as well as their spatial distribution. Krajewski et al. (1998) attempted to estimate the radar rainfall uncertainty at sub-pixel scales. Later, the radar rainfall estimation error was differentiated from rain-gauge sampling error by introducing an error separation technique. Other studies (Krajewski et al., 2000; Villarini et al., 2008) used a variance reduction factor (VRF) to compute the accuracy of the pixel-average radar. Jensen and Pedersen (2005) studied rainfall variation for single radar pixel ($500 \times 500$ m) of nine gauges and their results showed that within a pixel, the gauge rainfall varies up to 100% among neighbouring stations. The studies of Villarini et al. (2008) used the VRF as an indicator of uncertainties associated with the average of point measurements with the approximation of the true areal value. They suggest that VRF depends on the network density, its configuration and the spatial correlation of the sampled process. Villarini and Krajewski (2008) pointed out that the spatial sampling uncertainty should be considered if a single gauge is used to approximate the areal estimates. The authors proposed that a minimum number of gauges are required to represent areal rainfall, for example they found that 25 gauges are required to estimate the true areal rainfall with 20% accuracy for a basin size of 12 km by 16 km. The radar rainfall estimation method as currently used is strictly valid only when the rainfall measured by a single gauge represents that measured in a radar pixel, as one could then argue that the spatial sampling uncertainty is relatively uniform. However, there are clearly significant scale differences between these two measurements.

Despite the extensive previous research on rainfall spatial variability, we did not find a simple error model that could account for the error from incorrectly sampling the sub-grid variability at the radar pixel scale. We have therefore developed such a model using data for the study region we have focussed on. Our hypothesis is that the uncertainty in the rainfall spatial variability should be a function of rainfall rate, gauge density and the size of the area that the point rainfall is being assumed to represent. The desirable characteristics of the error model are:

- The uncertainty in the gauge rainfall should approach zero as the area over which spatial variability becomes smaller.
- As the number of gauges in the area increases, the standard deviation should represent the true variability across the studied area.
- As the rainfall intensity increases, the standard deviation should also increase.

For our study area, a relationship between the number of gauges and the standard deviation of the rainfall across a finite analysis area was formulated. Because of the relatively low density of gauges across a large area, most radar pixels only contain at most a single gauge and therefore a relationship between the sub-grid spatial variability and the gauge rainfall could not be determined. To overcome this, increasing levels of spatial aggregation were considered so that multiple gauges were contained in each aggregated grid cell. For the consideration of spatial aggregation, the same area was divided into subgrid sizes of 2 km by 2 km, 4 km by 4 km, 8 km by 8 km, 16 km by 16 km and 32 km by 32 km. Fig. 2 shows the location of point gauges around Sydney Terrey Hills radar. The highlighted area is enlarged to illustrate the number of rain gauges per cell for different subgrid sizes. We start by standardising the data results across all rainfall intensities. To this end, the coefficient of variation (CV) (Pedersen et al., 2010) was computed as

$$CV = \frac{\sigma}{\bar{R}}$$

where $\sigma$ is the standard deviation of rainfall in each subgrid and $\bar{R}$ is the mean rainfall for that subgrid. For each rainfall event and for all combinations of aggregation area, the numbers of gauges recording rainfall and the CV of the rainfall across those gauges were calculated for each subgrid. The final data set of area, number of gauges and CV values was then used to formulate an empirical relationship using the Eureqa model exploration framework (Schmidt and Lipson, 2013). Eureqa gives a number of alternate relationships depending on their associated complexity and a R-square goodness of fit. The adopted functional relationship is presented in Fig. 3 for different area aggregations from 4 km$^2$ to 1024 km$^2$. This relationship was then extrapolated back to the case of 1 km$^2$ which is the radar pixel resolution the rainfall is derived at, and this final relationship is also shown in Fig. 3. Then, for any radar pixel, the number of gauges within the pixel is counted and the corresponding CV ascertained. When combined with the average rainfall for the gauges in the radar pixel for that time period, the CV is an estimate of the spatial uncertainty in the gauge rainfall ($\sigma_{CV}$).
are generated and multiplied with $\sigma_u^2$ for the rainfall error is used: rainfall simulations can be created that are consistent with the original rainfall with the recorded rainfall, new rainfall simulations can be created that are consistent with the original recorded data but account for the uncertainty due to spatial variability and gauge measurement error. A multiplicative model for the rainfall error is used:

$$R'_{ik} = R_{ik} \times e_{ik}$$

where $R$ is the simulated rainfall at time $t$ and location $k$ based on the observed rainfall $R$. The error $e$ is defined using a lognormal distribution with zero mean in the log space and a total variance expressed as:

$$e_{ik} \sim \text{LN}(0, \sigma_{E_{ik}}^2)$$

By combining the error model with the recorded rainfall, new rainfall simulations can be created that are consistent with the original recorded data but account for the uncertainty due to spatial variability and gauge measurement error. A multiplicative model for the rainfall error is used:

$$R'_{ik} = R_{ik} \times e_{ik}$$

where $R$ is the simulated rainfall at time $t$ and location $k$ based on the observed rainfall $R$. The error $e$ is defined using a lognormal distribution with zero mean in the log space and a total variance expressed as:

$$e_{ik} \sim \text{LN}(0, \sigma_{E_{ik}}^2)$$

where, $\sigma_u^2$ is the error variance of the point gauge rainfall uncertainty obtained from the error model and LN is the lognormal distribution, which is appropriate to use for the assumed multiplicative error structure (Tian et al., 2013).

The results from applying this error model to the measured gauge rainfalls are presented in Fig. 4, where 300 realisations are compared to the observed hourly rainfall intensities. Fig. 4a shows the random errors introduced by the gauge measurement error (e), whilst Fig. 4b shows the spatial variability ($\sigma_{x}$) and Fig. 4c presents the total error (i.e. based on Eq. (3)). The distribution of modelled percent uncertainties for gauge measurement uncertainty and spatial variability uncertainty are presented in Fig. 4d. It is clear that the spatial variability uncertainty dominates the total uncertainty estimate. The gauge measurement uncertainty is quite small, although proportionally is more important for the lower rainfall intensities. The average spatial variability uncertainty is around 15% as shown in Fig. 4d.

5. Use of SIMEX to improve the radar Z–R relationship

This section presents the algorithm that was used to estimate the unbiased $A$ parameter using the SIMEX method. Suppose, instead of observing the gauge rainfall $R$, that we actually observe the erroneous rainfall $W$ where, $W = R \times \delta$ and $\delta$ is the multiplicative error distribution given by Eq. (5) (assuming $\epsilon \sim \text{LN}(0, \lambda \sigma_u^2)$). Here, $\sigma_u^2$ is the error variance of the point gauge rainfall uncertainty obtained from the error model and $\lambda$ is the multiple of error variance. In the simulation step, additional independent measurement errors with variance $\lambda \sigma_u^2$ are generated and multiplied with the original $W$, thereby creating data sets with successively larger measurement error variance realisations $W'$. Next, sample estimates for the $Z$–$R$ parameter $A$ are obtained, and their expected value denoted $A'$. It is assumed that the radar reflectivity $Z$, radar power law parameter $b$ and realisation $W'$ are related through the relationship $Z^{b} = A' W'$. The value for $A$ is estimated through a linear regression of $Z^b$ onto $W'$.

In the implementation of SIMEX adopted here, we used seven values for the error variance factors, $\lambda = [0, 0.5, 1.0, 1.5, 2.0, 2.5,$ and $3.0]$. For each $\lambda$, we run 300 simulations, resulting in 300 biased parameter estimates $A$. The expected estimate for each $\lambda$, denoted as $A'$, is the mean of the 300 bias parameter estimates $A$. Finally, the SIMEX estimate is obtained from the relationship between the expected estimate of $A'$ with multiple of error variance $\lambda$ and extrapolating back to a value of $\lambda = -1$. A quadratic function was chosen for the extrapolation.

The algorithm for unbiased $A$ parameter estimation using SIMEX method is given below:

1. Specify the multiple of error variance factor $\lambda$. Here, we consider values ranging from 0 to 3, with steps every 0.5.
2. Specify the number of realisations ($i$). In this case we select 300 realisations.
3. Generate random normal deviates $\delta_{i-1}$ for $\lambda = \lambda_i$, where $\delta_{i-1} \sim \text{LN}(0, \lambda_{i-1} \sigma_u^2)$.
4. Estimate the erroneous realisation, $W'_{i-1} = R \times \delta_{i-1}$.
5. Estimate the slope $A_{i-1}$ from $Z_{i} = A_{i-1} W'_{i-1}$ where, $Z_{i} = Z^{b}$, $b = 1.53$.
6. The expected estimate $A'_i = A_{i-1} = A_{i-1}$ is the average of 300 realisations, $A_{i} = \frac{1}{300} \sum_{i} A_{i}$.
7. Repeat the steps 3–6 for $W' = [W'_2, W'_3, W'_4 \ldots W'_m]$ and $\lambda = [\lambda_2, \lambda_3, \lambda_4 \ldots \lambda_m]$.
8. Develop an empirical relationship $A' = f(\lambda)$. Here $f(\lambda)$ is the relationship between the expected value of $A'$ and the multiple of error variance $\lambda$ which could be a linear or a nonlinear relationship.
9. Extrapolate to get $A_{\text{SIMEX}} = f(\lambda = -1)$.

To illustrate the SIMEX process, take the example of a recorded hourly rainfall of 30 mm. The assumption in this paper is that this recorded rainfall amount is uncertain. To sample this uncertainty, random noise is added to the measurement of 30 mm using a log normal distribution with a mean of zero and total error variance $\lambda \sigma_u^2$ which is the combined gauge measurement error and spatial uncertainty multiplied by the SIMEX error variance factor. From this log-normal distribution a perturbation factor is sampled (e.g. 0.828) and used to create a new rainfall amount (30 × 0.828 = 24.84 mm). This process is repeated for all recorded rainfall amounts to create a new set of data (W) that is consistent with the observed data and its error. From the new data set, the value for the parameter $A$ is estimated using recorded reflectivity (Z) and rearranging the Z–R relationship to give $Z^{1/b} = A W$. This process is repeated 300 times and the values of $A$ averaged to give $A'$ for some value of $\lambda$.

The whole process described above (Steps 3–6 in the algorithm) is repeated for the other values of $\lambda$ (from 0 to 3) with the assumption that as more error is added to the recorded rainfall amounts (i.e. $\lambda$ increases) the value found for $A'$ will become more biased. The next step is to fit a relationship between the $A'$ values and $\lambda$. 

Finally this can be extrapolated back to the case of \( \lambda = -1 \) where there is no error in the measurements.

6. Results and discussion

6.1. SIMEX results

We have combined gauge measurement uncertainty \( (\sigma_g) \) and spatial variability uncertainty \( (\sigma_{cv}) \) to estimate point gauge uncertainty \( (\sigma_u) \) (Fig. 4c). We have found that spatial variability uncertainty dominates (Fig. 4b) compared to the gauge measurement uncertainty (Fig. 4a). In addition, the same number of gauges in a larger area gives higher spatial variability uncertainty in the area of interest (Fig. 3).

The results of the SIMEX analysis are shown in Fig. 5. In this case the naive estimate is the traditional estimate of the parameter \( A \) using the point gauge data and not allowing for any errors in the gauge data. To the right of the naive \( A \) parameter estimate are the cases where more error has been included by applying the error model developed in Section 4 in the SIMEX framework. For each value of the multiple of error variance \( (\lambda) \), the \( A \) values for each of the 300 simulations are shown, along with the mean estimate \( A' \). The fitted quadratic function is shown that provides the relationship between the mean estimates \( (A') \) and the multiple of error variance \( (\lambda) \). Finally the SIMEX estimate, which represents the case where there is no error in the rainfall, is shown with the dotted line which is the quadratic function extrapolated to \( \lambda = -1 \).

As can be seen in Fig. 5, the naive estimate of the \( A \) parameter is 167.6 and the SIMEX estimate is 178.8 – a difference of approximately 7% in the parameter estimates.

Thus for a typical (average) reflectivity, the SIMEX rainfall intensity will be approximately 4% lower than if errors in gauge rainfall were not included (i.e. naive estimate). Although this is a small change compared to the other sources of error in hydrologic modelling, the important point is that this bias can be easily addressed using the method in this paper and therefore increases the accuracy of radar reflectivity measurements for characterising rainfall fields. The parameter \( A \) estimated by applying the SIMEX method is significantly different from the currently used biased naive estimate and shows that the consideration of point gauge uncertainty has an impact on the radar rainfall estimation. This
gauge uncertainty is classically ignored in radar Z–R relationship development by considering point gauge as a “ground truth”. Our result indicates that it is necessary to consider point gauge network uncertainty when developing radar Z–R relationships.

It is important to note that the correct Z–R relationship is also affected by random fluctuations introduced by variation in the rainfall drop size distribution both spatially and temporarily (Lee et al., 2007; Jaffrain and Berne, 2012) reported that the spatial variability of the DSD within a radar pixel leads to variability of power law parameters, with deviations of between −2% and +15% in the pixel rainfall amount. The authors also reported relative variability in the Z–R relationship parameters A (−18% to 1%) and b (−4% to 1%).

6.2. Sensitivity of SIMEX method to assumptions

One of the main assumptions in the application of the SIMEX method is the form of the error distribution associated with the covariate. To test this, alternate error models for the gauge rainfall from Eureqa were considered. All models led to a similar value for the extrapolated value of the spatial variability (σ_z^2) for the case of a single gauge in the 1 km × 1 km grid cell. When these models are used in the SIMEX framework, there are some differences in the final value for A', which are dependent on the magnitude of the errors in the adopted error model. In general, when errors are smaller, the difference between the two results is also smaller, something that would be expected from the rationale behind SIMEX. While this indicates that the SIMEX estimates are sensitive to the choice of the error model, one can also conclude that the presence of error is leading to a bias in a consistent direction for all models, pointing to the need for considering the uncertainty associated with the rain gauge network used in the formulation of any Z–R relationship.

The second major assumption in the SIMEX method is the choice of an extrapolation method for the bias. In this paper, a quadratic extrapolation function was used, but other extrapolation functions could also be used. Fig. 6 illustrates that the choice of the extrapolation function can have a small impact on the resulting parameter estimate. In this study we tested linear, quadratic and polynomial extrapolation functions. The quadratic extrapolation was adopted since all the methods lead to comparable results which provide confidence in the robustness of the extrapolation. It is clear that the uncertainty introduced by the extrapolation is much smaller than the sensitivity of the method to the adopted error model.

Fig. 6. SIMEX estimate of parameter A using a variety of functions to extrapolate to the no error case at λ = −1.

Other assumptions made in the SIMEX analysis include the number of realisations as well as the appropriate range and the increment for the values of the error variance factor. The choice of 300 realisations for the SIMEX method is arbitrary and could be varied. Previous hydrological applications of the SIMEX approach have used 300 realisations (Chowdhury and Sharma, 2008) and 500 realisations (Chowdhury and Sharma, 2007) and therefore 300 realisations were adopted for this current paper. We carried out sensitivity tests on the number of realisations and found that it only has a limited impact with variations of generally less than 1% in the value of the parameter A. However if SIMEX is used in other applications, then such parameters may become more important depending on the characteristics of the covariate-response sample. Similarly, a multiplicative error has been assumed for simplicity in the analysis reported here, and partly to maintain consistency with other studies on input uncertainty in the literature (McMillan et al., 2011; Renard et al., 2010; Tian et al., 2013). While choices such as these could be fine-tuned depending on the situation being analysed, the intention of this paper was to introduce the reader to the idea that point gauge uncertainty may affect radar rainfall relationships and demonstrate that SIMEX is an appropriate choice for resolving this issue.

7. Conclusion

Accurate spatial rainfall data is essential to get the best output from hydrological models. Generally, radar rainfall estimation accuracy is evaluated by comparing point gauge rainfall without considering gauge uncertainty. This paper makes a unique contribution as we have identified that point gauge uncertainty is a factor that may affect the radar rainfall estimation process. In this paper we have considered how this uncertainty impacts the Z–R relationship. We have identified that there are two main sources of error: the first one being due to recording errors in the tipping bucket gauge and the second one being the error introduced by not properly sampling the spatial variability of rainfall at the scale of the radar pixels. To address both sources of uncertainty, an error model is developed that quantifies the total error in the rain gauge measurements. The innovation in this error model is to consider large spatial aggregations of the data to overcome the low gauge density in the operational network, where at best there is only a single gauge for each radar pixel.

The SIMEX method is shown to be able to account for this input uncertainty and provide an unbiased estimate of the parameter A of the Z–R relationship. It is found that the SIMEX method leads to changes in the A parameter which will translate to biases in the resulting rainfall rates estimated from the Z–R relationship. Although the changes are small, they reflect a consistent bias in radar rainfall estimates that can be corrected using the ability of SIMEX to incorporate gauge uncertainty during the calibration of radar rainfall measurements. One main advantage of the SIMEX framework is that if different error models are found to be appropriate for other radar networks, then these can easily be used in place of the error model adopted in this paper. In addition, if a number of Z–R relationships are found to be appropriate for a particular location to reflect the physics of rainfall and meteorological of storm events, then a different error model could be used for each Z–R relationship. Finally, to know whether it is reasonable to ignore a source of error in modelling, first the impact of that error needs to be quantified. The SIMEX method provides a framework for this decision to be made.

In the current study, we have demonstrated that uncertainty in rain gauges measurements can be easily considered to produce unbiased Z–R relationships. Future work could couple this with
the uncertainty in the radar reflectivity (Jordan et al., 2003), particularly in the extrapolation between the levels of the CAPPI measurements and the ground level.
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